In April 2018, just before the GDPR came into force,¹ the European Commission adopted a Communication on Artificial Intelligence (AI).² In it, the Commission declared that the EU could “lead the way in developing and using AI for good and for all.”³ Three years later, the Commission published a proposal for a Regulation laying down rules on artificial intelligence (the proposed ‘AI Act’).⁴ The proposal is now progressing through the early stages of legislative consideration.⁵ This Dispatch outlines the relevance of the Act for the employment context, including its objects, scope, and possible impacts. It also highlights some key areas of concern: the lack of external supervision over compliance assessments; the inadequacy of the proposal’s transparency provisions; and the potential deregulatory effects of the Act at the domestic level.

THE ROAD TO REGULATION

To understand the importance of the AI Act in the employment sphere, one must first consider the Commission’s objectives in this space. The 2018 Communication provided the foundation for a series of important milestones
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on the road to the proposal,⁶ the most significant of which was the Commission’s White Paper on Artificial Intelligence, published in February 2020.⁷ Both the 2018 Communication and the 2020 White Paper identified a need to address the impact of AI on the labor market. However, a close reading of the documents reveals a shift in understanding about the nature of that impact.

Although the 2018 Communication stated that “AI is changing the nature of work,” the Commission’s concerns were that tasks would be automated, and that more jobs would require technological skills.⁸ The Commission thus identified three primary goals: (i) upskilling Europeans to develop “basic digital skills”; (ii) helping workers “in jobs which are likely to… disappear”; and (iii) training more AI specialists.⁹

By 2020, the Commission’s focus had changed: its White Paper recognized that “[b]eyond upskilling, workers and employers [who are still in employment] are directly affected by the design and use of AI systems in the workplace.”¹⁰ The use of AI in “situations impacting workers’ rights” was therefore provided in the White Paper as an example of a high-risk AI application for which stricter legal requirements should be adopted.¹¹ In short, between 2018 and 2020, the Commission recognized that AI not only threatens to extinguish certain jobs—it is already transforming in-work experiences across the socio-economic spectrum by enabling the automation of functions traditionally performed by managers.

In March 2021, the Commission explained that AI systems “are often applied to guide recruitment, monitor workloads, define remuneration rates, manage careers or increase efficiency of processes.”¹² It is now common for job applications to be rejected without ever being considered by a human;¹³ for employees’ keystrokes to be tracked;¹⁴ and for voice analysis software to
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be deployed at call centers to analyze workers’ tone and speed. This phenomenon of technology-enabled worker monitoring and control—often termed ‘algorithmic management’—is what the AI Act, insofar as it regulates labor, seeks to address.

Algorithmic management tools can have their benefits. Participatory shift scheduling tools can enable employees to exert greater control over their scheduling patterns, for example. But there are also clear risks to fundamental rights: as well as posing obvious privacy concerns, there is evidence that some algorithmic management tools exhibit discriminatory tendencies, for example.

SCOPE OF THE ACT

At first blush, the proposal is strikingly wide. The Act’s definition of ‘AI’ is extremely broad: a program which uses statistics to generate recommendations, for example, is ‘AI’ under the proposed Act. Not all forms of AI are treated equally by the proposal, however. The bulk of the Act’s provisions apply only to two sub-categories of software. First, AI systems which are held to pose an “unacceptable risk” are presumptively prohibited. Secondly, AI systems which are deemed to pose a “high risk” are subject to a specified set of requirements. Beyond these two categories, the Act has little bite. Certain hard-to-spot forms of AI, such as deepfakes, are to be rendered more observable, and voluntary codes of conduct are encouraged in other cases. But the most pressing questions for employers—and for employee representatives—will all relate to the rules on presumptively prohibited and high-risk AI.

PROHIBITED AI

The list of unacceptable (and therefore prohibited) AI is short: four systems are prima facie banned under Article 5, and only one of these stands
out as potentially relevant in the employment context.\textsuperscript{23} This is the prohibition on systems that “deploy[] subliminal techniques beyond a person’s consciousness” in order to “materially distort” their behavior in a manner that is likely to cause “physical or psychological harm.”\textsuperscript{24}

In practice, very few algorithmic management tools will fall within this definition, not least because the harmful manipulation must be intentional.\textsuperscript{25} The example provided by the Commission, which Veale and Zuiderveen Borgesius aptly describe as “border[ing] on the fantastical,”\textsuperscript{26} is “[a]n inaudible sound [played] in truck drivers’ cabins to push them to drive longer than healthy and safe [where] AI is used to find the frequency maximising this effect on drivers.”\textsuperscript{27} Such a situation not only seems highly improbable—it would likely be unlawful under current EU legislation.\textsuperscript{28} In short, in its current form, the prohibition on “unacceptable” AI is unlikely to have much impact in the employment sphere.

**RULES ON HIGH-RISK AI**

We turn, therefore, to the second category of AI which the Act seeks to regulate: systems which pose a “high risk”.\textsuperscript{29} The Act adopts a list-based approach to identify such systems,\textsuperscript{30} and does so through a two-stage categorization: Annex III identifies eight “areas” into which high risk systems may fall, and within each high-risk “area” is a sub-list of use cases. Only AI systems intended to be used for these specified purposes are subject

\textsuperscript{23} AI Act, art. 5(b) relates to exploitation of vulnerability of particular groups, such as children or persons with disabilities. This is unlikely to be relevant in the employment context. Art. 5(c) relates to the sale and deployment of systems used by public authorities. Art. 5(d) relates to the use of ‘real-time’ biometric identification systems for the purpose of law enforcement.
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\textsuperscript{30} AI Act, art. 6 classifies two forms of AI as ‘high-risk’: systems already regulated by EU product safety legislation listed at Annex II; and any systems listed at Annex III. The former category of high-risk AI relates, for example, to software used in toys and medical devices. Changes to the regulation of this category of technology are unlikely to have major impacts in the employment sector. Regulation of the latter category, namely of the systems listed under Annex III, is more likely to be significant.
to the rules applicable to “high-risk” AI. The Commission is empowered to update the sub-lists, but cannot alter the eight overarching “areas”.\(^{31}\)

One of the eight high-risk areas is “employment, workers management, and access to self-employment”.\(^{32}\) Two use cases appear in the sub-list for this area: (i) systems used for recruitment; and (ii) systems used for promotion and termination of contracts for work, for allocating tasks, and for monitoring and evaluating workers’ behavior.\(^{33}\) In other words, the Act identifies employment as a high-risk area, and specifically pinpoints algorithmic management tools as requiring further regulation.

The question, then, is what that regulation entails. The “requirements for high-risk AI systems” are set out in Chapter 2 of the Act, and essentially amount to certain design criteria, implemented at the pre-market stage. For example, Article 9 stipulates that a “risk management system shall be established,” which shall consist of a “continuous iterative process” that identifies, evaluates, and mitigates “risks”, while Article 10 requires that data sets used for high-risk AI “shall be subject to appropriate data governance and management practices,” including “examination in view of possible biases.”\(^{34}\) The providers are further required to provide the aforementioned “instructions of use,” which must (\textit{inter alia}) identify the technology’s “intended purpose,” its “accuracy,” and any “known or foreseeable circumstance” which may lead to health and safety or fundamental rights risks.\(^{35}\)

As such, most of the obligations fall to the AI \textit{provider} (the person/body that develops or markets the AI), rather than its \textit{user} (the person/body who uses the system).\(^{36}\) Translating this into the employment context, an employer who purchases a people analytics tool which professes to measure workers’ productivity will face relatively few new obligations.\(^{37}\) She must use the tool in accordance with its instructions of use, and must monitor its operation on the basis of those instructions.\(^{38}\) She must also ensure that any data she inputs is “relevant,” and must keep any logs automatically generated by the system.\(^{39}\) But it is the vendor who must design the technologies to comply with the Act’s standards, and must demonstrate such compliance by
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reference to a set of technical documentation “drawn up before [the] system is placed on the market”.  

This division of obligations is almost a mirror image of the GDPR. In the algorithmic management context, the employer will usually be the data controller for GDPR purposes, thus shouldering the lion’s share of responsibility for data protection compliance. If the algorithm vendor has a role, it will be as processor (entailing fewer obligations) or joint controller (in which case the obligations are shared). In the AI Act, the roles are reversed, with the vendor bearing a far greater burden than the employer.

How would this new division of duties affect algorithmically managed employees? In theory, the imposition of rights-protective obligations on algorithm vendors is a step in the right direction: employers’ data protection obligations must not be watered down, but vendors who design and understand their products should also pull their weight in mitigating rights impacts. The question, though, is whether the obligations offer sufficient protection against accidental fundamental rights infringements, let alone rogue AI use. In this respect, the proposal is far from perfect.

MARKING ONE’S OWN HOMEWORK

First, one of the Act’s core proposals is that every “high-risk” AI system placed on the market should be accompanied by a “conformity assessment” confirming that the requisite AI standards have been met. Conformity assessments are a concept borrowed from product safety legislation: readers may be familiar with the ‘CE’ markings which appear on products ranging from children’s toys to travel adaptors, indicating that these items have met EU legislative standards.

Whether it is right to adopt a product safety approach for AI systems remains open to debate. For present purposes, however, it is worth noting that
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the Act envisages that conformity assessments for algorithmic management tools will be self-assessments. In other words, algorithm vendors will certify their own compliance with the Act. Self-assessment is not unusual in EU product safety law, and may be adequate if requirements are clearly defined—but here AI providers will be certifying (for example) that data sets used to train the algorithms are sufficiently “relevant”, “representative”, and “free of errors”. In light of such vague stipulations, it is possible that self-assessments could become rubber stamps.

The Act does propose external compliance checks for certain forms of AI (few of which are relevant for our purposes), and a Recital implies that external certification could be expanded to other cases after the “initial phase of application” of the Act. However, a clearer and binding timeline for expanding external certification to all high-risk AI, including algorithmic management, would be a significant improvement.

TRANSPARENCY FOR WHOM?

One of the most significant aspects of the GDPR was the unprecedented transparency it afforded to individual data subjects. While hardly a panacea, these provisions have, for example, enabled gig economy workers to demand access to some information about algorithmic decisions affecting them. The AI Act, on the other hand, does little to provide algorithmically managed workers with access to information about their employers’ automated decisions. Article 13 declares that an “appropriate type and degree of
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transparency shall be ensured,” but this is limited to enabling users (in the labor context, employers) to “interpret the system’s output and use it appropriately.”\(^{54}\) The absence of transparency for impacted individuals is part of a broader and fundamental problem with the proposal: unlike the GDPR, the AI Act completely fails to reference AI ‘subjects’ and their representatives.\(^{55}\)

Given the absence of any reference to impacted individuals, from the employee perspective the most promising provision under the current proposal is Article 60. This provides for a publicly accessible “database” containing information about high-risk AI systems, including the ‘instructions for use’ for high-risk algorithmic management tools.\(^{56}\) As above, the instructions for use must include information about the characteristics, capabilities and limitations of the AI system.\(^{57}\) Such information might enable trade unions and other social partners to assess at a high level whether algorithmic management tools on the market could contravene employee rights.

The Act should, however, do much more to empower AI system subjects, including by ensuring that workers can access information to assert their employment, equality, and data protection law rights. For example, workers could be granted access to the “technical documentation” underpinning algorithmic management tools used by their employers.\(^{58}\) The technical documentation will contain information such as “the key design choices including the rationale and assumptions made” and the system’s “degrees of accuracy for specific persons or groups of persons.”\(^{59}\) Access to this documentation might empower workers to bring litigation challenging unlawful algorithmic decision-making—a route which is very difficult under existing laws.\(^{60}\)

A CEILING, NOT A FLOOR

Finally, perhaps the most concerning aspect of the AI Act is its potential deregulatory effect in some jurisdictions. The Act is a positive harmonization measure, which means that EU Member States would be prohibited from
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maintaining any laws incompatible with the standards laid down by the Act.61 The proposal thus threatens to prevent domestic legislatures from maintaining higher standards on AI deployment, including in the employment context.62 This is particularly concerning when one considers that some jurisdictions currently limit the use of workplace monitoring tools.63 If the Act prohibits States from providing worker with protection but fails to introduce similar Union-level rules, that would be a retrograde step indeed.

It is not necessary for the Act to prevent progressive action on worker rights. The GDPR, for example, expressly provides that Member States may “provide for more specific rules to ensure the protection of the rights and freedoms in respect of the processing of employees’ personal data”64—thus setting a floor, rather than a ceiling. It is imperative that a similar provision be included in the AI Act in order to prevent dangerous deregulatory effects.

CONCLUSION

The proposed AI Act represents a clear step forward in terms of regulating AI, and is likely to have impacts beyond the EU.65 If adopted, it will force algorithm vendors to take clear risk mitigation measures before marketing certain tools, with potential benefits for those affected by their deployment. However, several key issues remain to be worked out if the Act is to have a positive impact for algorithmically managed employees. In particular, external certification—rather than self-certification—should be imposed for all high-risk AI; employees affected by AI tools should be guaranteed access to detailed information about those tools; and a clear carve-out should be created for EU Member States to set higher standards on AI use in the workplace. This legislative proposal represents a critical opportunity to shape the development of workplace technology—and it is crucial that we get it right.
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